Brownian motion and Stochastic Calculus
Dylan Possamai

Assignment 11

Exercise 1

Let B be an (F,P)-Brownian motion and M an (F,P)-martingale such that dM; = oM;dB; with o > 0 given and
My =1.

1) Give the Itd decomposition of Y; := (M;)~t, ¢ > 0.
2) Let Q be the probability measure defined by dQ/dP := M. What can you say about the law of Y under Q?

3) Let K > 0 be given. Show that

EF[(Mr — K)*| = KE* K;{ — MT> +] .

Exercise 2

The goal of this question is to prove Novikov’s condition which gives a sufficient requirement for an exponential (local)
martingale to be a uniformly integrable martingale. Let F := (F;);>¢ be a filtration satisfying the usual conditions.
When N is a continuous (I, P)-local martingale we will write £(N) := exp(N — [N]/2). Suppose that M is a given
continuous (I, P)-local martingale with My = 0, P-a.s.

1) Prove that £(M) is an (F,P)-super-martingale. Moreover, show that if EF[€(M).] = 1, then £(M) is a P-
uniformly integrable (F,P)-martingale.

2) Consider p > 1,e € (0,1),n € (0,1) and p € R. Prove that when M is bounded by a deterministic constant, then
for any ¢t > 0

EP[ sup E(nM) } ( ) sup EP[S(UM)’S’], for p > 1,
s€[0,00) p_ s€[0,00)
EF
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EP[(eth [mAM]e/2yP } [( p=p)nM]e/2) /} for p=p2/(1—¢).

3) Use 2) and a localisation argument to establish the following: If EF[elM]~/2] < 400 (called Novikov’s condition)
then for all € (0, 1), there exists p > 1 such that

IEIF[ sup S(UM)p] < 00, and hence EP[ sup S(UM)] < +o00.
te[0,00) te[0,00)

Deduce that then £(nM) is a P-uniformly integrable (F, P)-martingale, so that EF[€(nM )] = 1, for all t € [0, c0].

4) Using 3) and part of the argument given in 2), show that (again assuming Novikov’s condition) for e € (0, 1)

1=EP[E(M) o] < EF[E(M)oo]' EF [e0 =9 M/2]" < BF[E(M) oo ]! EF [elM=/2]" where n:= 1 —e.

5) Combine the above results to deduce that under Novikov’s condition, £(M) is a P—uniformly integrable (F,P)-
martingale.



Exercise 3

Let B be a standard Brownian motion (in some filtration satisfying the usual conditions). Fix ¢ > 0. The goal of this
exercise is to compute the moment generating function of fot B2ds. To this end, fix k > 0 and ¢ > 0.

1) Show that the process D defined by

sAt HQ sAt
D! .= exp(—ﬁ/ BudBu——/ Bﬁdu), 5> 0,
0 2 0

is a P-uniformly integrable (F,P)-martingale. Moreover, observe that [ B,dB, = (B? — 5)/2, P-a.s., for all
s> 0.

2) Now we define a new probability measure Q via dQ/dP := D_. Prove that under the measure Q, the process
sAt
Wst = B, + /1/ B,du,
0

is a standard Brownian motion (in the given filtration). Deduce that under Q, B; ~ N (0, (1 — e~2%")/(2k)). Use
this to prove that

EP [e—% IN Bidu} _ go [ean—w} __

\/cosh(kt)

3) Let B be another standard Brownian motion, independent of B. Show that
! ~ 1
/ (Bi —|—Bi)du = inf{s > 0: |B;s| =t}.
0

aw

Is it true that [ (B2 + B2)du Y inf{s > 0: |By| = -}?
Exercise 4
Fix a filtered probability space (Q, F,F,P). Let B be an (F,P)-Brownian motion, 1 a bounded F-adapted and measur-

able process, and fix some zg € R.

1) Show that there exists a unique solution to the SDE

t t
Xt:a:OJr/ ,usder/ XdBg, t >0,
0 0

which is given by
t
X, = E(B)t<a;o +/ 6(B)Slusds), t>0.
0

In particular, if o > 0 and p is valued in R, show that X is also valued in R .

2) Fix now (z1,x9) € R2, as well as two maps a; and as from R4 X R to R which are Lipschitz continuous and with
linear growth with respect to their second variable, uniformly in the first one. Assume that a; > ao and =1 > x5.
Show that there are unique solutions to the SDEs

t t
X} = +/ ai(s, XHds+ [ XidB,, t >0, i€ {1,2},
0 0

and that X' > X2,



